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Abstract—In this paper we introduce the first application of ~most accurate method in the Root Mean Square Error (RMSE)
the Belief Propagation (BP) algorithm in the design of recom sense. However, most existing and highly popular Matrix
mender systems. We formulate the recommendation problem paciorization-based recommender algorithms are showe to b

as an inference problem and aim to compute the marginal - - -
probability distributions of the variables which represent the prone to malicious behavior [1] and they have scalability

ratings to be predicted. However, computing these marginal iSsues. In other words, they fall short of incorporating the
probability functions is computationally prohibitive for large- attack profiles and the extra noise generated by the madiciou
scale systems. Therefore, we utilize the BP algorithm to effiently  ysers. Further, each new update (using the most recent data o
compute these functions. Recommendations for each activeser 4inqs) for a particular active user requires to solve thiire

are then iteratively computed by probabilistic message pasng. .

As opposed to the previous recommender algorithms, BPRS dse problem for every user |n_ the syst_em. Hence, new research
not require solving the recommendation problem for all the wsers Needed to focus on algorithms which meet these challenges
if it wishes to update the recommendations for only a single and provide scalable, accurate and dependable recommender
active. Further, BPRS computes the recommendations for eac gystems.

user with linear complexity and without requiring a trainin g In this paper we introduce the first application of Belief

period. Via computer simulations (using the 100K MovielLens . . . I .
dataset), we verify that BPRS iteratively reduces the errorin Propagation (BP), an iterative probabilistic algorithmsblve

the predicted ratings of the users until it converges. Findy, we the recommendation problem. We have applied BP to trust
confirm that BPRS is comparable to the state of art methods and reputation systems in our previous work [2], [3]. In such
such as Correlation-based neighborhood model (CorNgbr) ah  systems, BP is used to solve the inference problem for finding
Singular Value Decomposition (SVD) in terms of rating and ya global reputation of service providers in a network base
precision accuracy. Therefore, we believe that the BP-bade . . .
recommendation algorithm is a new promising approach which ©" the previous ratlngs_of the users. The main difference be-
offers a significant advantage on scalability while providng tween trust and reputation systems and recommender systems
competitive accuracy for the recommender systems. is that in the former one the inference problem has to be dolve
globally but in the latter one, the inferences are local and
specific for each user. In [4] and [5], we have studeied the
Today, the quantity of available information grows rapjdlyreputation system for Delay tolerant networks (DTN) and P2P
overwhelming consumers to discover useful information amktworks respectively.
filter out the irrelevant items. Thus, the user is confronted The key observation we make is that recommender systems
with a big challenge of finding the most relevant informatiodeal with complicated global functions of many variableg (e
or item in the short amount of time. Recommender systernsers and items). By using a factor graph, we can obtain
are aimed at addressing this overload problem, suggesiingat qualitative representation of how the users and items are
the users those items that meet their interests and pre&senrelated on a graphical structure. Therefore, we propose to
More generally, recommender systems can learn about useydel the recommender system on a factor graph using which
preferences and profile over time, based on data miningr goal is to compute the marginal probability distribuatio
algorithms, and automatically suggest products (from gelarfunctions of the variables representing the ratings to tee pr
space of possible options) that fit the users’ needs. Henise, idicted for the users. However, we observe that computing the
foreseeable that the social web is going to be driven by thasarginal probability functions is computationally prottiie
recommender systems. for large-scale recommender systems. Therefore, weeuitlie
However, there are certain challenges to design scalal®® algorithm to efficiently compute these marginal proligbil
accurate and dependable recommender systems. The awaildisitributions. The key role of the BP algorithm is that we can
data for the recommender systems is incomplete, uncertaisg it to compute the marginal distributions in a complexity
inconsistent and/or intentionally-contaminated. Furtlsence that grows linearly with the number of nodes (i.e, usensiitp
new data (ratings) becomes available continuously, recom-Hereafter, we refer to our scheme as the “Belief Propaga-
mendations need to be updated in frequent intervals caustit;m Based Iterative Recommender System” (BPRS). BPRS
computational limitations for large-scale systems. Latactor has several prominent features. First, it does not requoire t
models (such as Matrix Factorization) have proven to be tkelve the problem for all users if it wishes to update the
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predictions for only a single active user and it does notirequincluding LDPC codes, turbo codes, free energy approxima-
a training period to utilize the most recent data (ratingsjion, and satisfiability. BP is a method for computing maadjin
Second, its complexity remains linear per single user, nakidistributions of the unobserved nodes conditioned on the
it very attractive for large-scale systems. Therefore,ah c observed ones.
update the recommendations for each active (online) useOur objective is to formulate the recommendation problem
instantaneously using the most recent data (ratings)h&urt as making statistical inference about the ratings of users f
we show that BPRS provides comparable usage predictisnseen items based on observations. That is, given the past
and rating prediction accuracy to other popular methods sugata evidence, what would be the likelihood (probabilitygtt
as the Correlation-based neighborhood model (CorNgbr) athé rating takes a particular value? Here, the probabity i
Singular Value Decomposition (SVD). Therefore, we are vetjie degree of belief to which the prediction of the rating is
optimistic that this work promises a new direction for thgupported by the available evidence. This requires findieg t
recommender systems which will be scalable, accurate, andrginal probability distributions of the variables reggating
resilient to attacks. the ratings of the items to be predicted conditioned on some
The rest of this paper is organized as follows. In the rest observed preferences.
this section, we summarize the related work. In Sectiond, w We assume two different sets in the system: i) the set of
describe the proposed BPRS in detail. Next, in Section 1], wisersU and ii) the set of items (productd) Users provide
evaluate BPRS via computer simulations using the MovieLefiedbacks, in the form of ratings, about the items for which

dataset. Finally, Section IV concludes the paper. they have an opinion. The main goal is to provide accurate
recommendations for every user by predicting the ratings of
A. Related Work the user for the items that he/she has not rated before (unsee

Recommender systems [6] can be classified into two mdf§™)- Here, we consider an arbitrary use(referred as the
categories: i) content-based filtering [7] in which the eyst activé user) and compute the prediction of ratings for user
uses behavioral data about a user to recommend items simfifgrunseen items. We assumessers and items in the system
to those previously consumed by the user, and ii) collabd:€- Ul = v and|[l| = s). LetG. = {G.; : j € I} be the

rative filtering [8] in which the system compares one user&0llection of variables representing the ratings of thenieio
behavior against the other users’ behaviors and identtéessi be predicted for the active user Note that a subset of these

which were preferred by similar users. Collaborative fittgr Variables are already known as the corresponding items were
algorithms fall further into two general classes: memory@ted by user. Hence, they do not require any prediction. Let

based [9] and model-based algorithms [10], [11]. ModeR!SOR: = {R.i :i € U} b? the confidence of the system on
based algorithms include methods exploiting Singular &alihe users for their ratings’ reliability, given the activeen is
Decomposition (SVD), Principal Component Analysis (PCA§- Further, we letl}; represent the rating provided previously

and Maximum Margin Matrix Factorization (MMMF) tech-PY useri about the itenyj. We denotel as thes x u item-user
niques [12], [13]. matrix that stores these ratings, afig as the set of ratings

The application of Bayesian networks and message passmBVided by the uset. We note that some rating entries could

algorithms for recommender systems is also studied in tRE missing (attributed to unseen items). To be consistetht wi
past [14], [15]. In [14], the message passing techniquees! usthe mqst of existing recommender systems, we assume that
to determine the latent factors of the users and items (ab an'3€ "ating values are integers from the $et= {1,2,3,4,5}.
ternative to SVD). In [15], because of the fuzziness assedia "€ recommendation problem can be viewed as finding
with the ambiguity in the description of the ratings, a (nont-he marglnal probability dlstnb_utlons _of_ each_varlable in
iterative) inference is proposed among the users to remdver 9iven the observed data (i.e., existing ratings and the
this ambiguity. The key difference between our approach affinfidence of the system for the user’s ratings). Theresare
the other message passing-based methods is that, we ges@@rginal probability functionsp(G.;|T,R.), each of which
the recommendation problem as computing marginal likelf associated with a variabi@. ;; the predicted rating of item
hood distributions from complicated global functions ofnypa J for userz. We formulate the problem by considering the
variables and to use Belief Propagation (BP) to find therfllobal functionp(G.[T,R.), which is the joint probability
This is inspired by successful applications of BP algorithim dlstrl_but|0n functlon of the variables if-, given the ratlng
various fields such as decoding of error correcting codel [181atrX and the confidence of the system for the user’s ratings

Artificial Intelligence [17], and reputation systems [2]. Then, clearly, each marginal probability functipG:'.;|T, R)
may be obtained as follows:

Il. BELIEF PROPAGATION FOR
RECOMMENDERSYSTEMS p(G;|T,R.) = Z p(G.|T,R.), 1)
Belief Propagation (BP) [16], [17] is a message passing G-\{G=5}
algorithm for performing interface on graphical modelg(e.

factor graphs, Bayesian networks, Markov random fields). ithere the notationG,\{G.,;} implies all variables inG,
has demonstrated empirical success in numerous appfisatiexceptG.,;.



Unfortunately, the number of terms in (1) grows expon BPRS. We clarify that all the messages are formed by the
nentially with the number of variables, making the diredlgorithm that is ran in the central authority. We represent
computation infeasible for large-scale systems. Howewer, the set of neighbors of the variable nodeand the factor
propose to factorize (1) to local functionf’s using a factor nodesk andz (in g(IU, I)) asN,, Ny, andN,, respectively
graph and utilize the BP algorithm to calculate the marginéieighbors of an item are the set of users who rated the
probability distributions in linear complexity. A factorgph is item while neighbors of a user are the items which it rated).
a bipartite graph containing two sets of nodes (correspandiFurther, let= = N,\{k} and A = Ni\{a}. Let G and
to variables and factors) and edges incident between tvgo s%g) be the value of variabl&.; and system’s confidence

Following [16], we form a factor graph by setting a variablgn yser; at the iterationv of the algorithm, respectively. The
node for each variabl€/.;, a factor node for each funCt'O”message\(”) (Gi’;)) (from factor nodek to the variable node

; . . k—a
Zf Z|f 2:?1 r’zl)rr;I)e/OilfggCognzﬁtlgglxﬁ:gl?{li;gdm the factor node a) denotes the relative probabilities thé‘lﬁ';) =L (e
zJ [

th i i (v=1)
We arrange the collection of the users and items togethaetr the v™" iteration, givenTy, and I, . On the other

with the ratings provided by the users as a factor grgfihI). hand, u”,,.(GX7) (from _varlabl? )nodm to the factor node
Then, since we consider the particular active usehe factor k) denotes the probability thatzs’ = ¢ (¢ € T) at thev*"
graph is reduced tg(U, 1) (as in Fig. 1) by only keeping the Itération.

users that are connected 4ovia a path of length at most two ~ The message from the factor nokleo the variable node

in g(U, T) (i.e., the users who rated at least one item that is algb the»*"* iteration is formed using the principles of the BP
rated byz) and removing all the other user nodes from th@s

graph together with their edges. In this representatioohea . o o

user corresponds to a factor node in the graph, shown as e (G)) = > (G5 Tk, RYT) 11 pR G,
square and each item is represented by a variable node shown gUN[al)y €A

as a hexagon. Further, each rating is represented by an edge 3)
from the factor node to the variable node. Hence, if a use
(i € U) has a rating about item (j € S), we place an edge
with value T;; from the factor node to the variable node
representing itenj. Eventually, they(U, I) graph hagU| = @
users andl| = s items.

(Nhereg,z;C is the set of variable nodes which are the arguments
of the local functionf; at the factor nodé. This message
transfer is illustrated in the right half of Fig. 2. Furth&i’,’;l)

is a value between zero and one and can be calculated as
follows:

v 1 v—
RUD —1— SN T —alwl ) (@), (@)

pINi| IEN zE€T

The above equation can be interpreted as one minus the

average inconsistency of uskrcalculated by using the mes-

sages it received from all its neighbors. Furthgrwhich is

the highest possible deviation of a user, is setdtin this

particular rating system, where the rating values are ereg

from the setY. Thus, the reliability of users (in their ratings)

is measured based on the messages formed by the algorithm.

Using (3) and assuming that the predicted ratings ingsgt

are independent from each other at each intermediate step (t
Next, we suppose that the global functigiG.|T,R,) reduce the computational complexity), it can be shown that

factors into products of several local functions, each mgvi

Fig. 1. Graphical representation of the scheme from w&epoint of view.

a subset of variables frofi, as arguments as follows: fu(G) Ty, RYY) = H (G T, RYTY). (5)
1€Nk
1
p(C:T,R:) = = 1 #:(G=:. T, R2), (2)  Thus, the message in (3) becomes
iel

A (@) = £(GY) Ty, R V) x
where Z is the normalization constant argt}; is a subset of ko G20)) = Sl G2g) T By )

G.. Hence, in the graph representation of Fig. 1, each facr{w > { 11 Fe(GY, Ty, RY™Y) 11 Ms:kl)(Gg';))} }

node is associated with a local function and each local fanct ¢\(c¢{%)} i€Nx\{a} T€A

fi represents the probability distributions of its arguments (6)
given the confidence of the system for the associated user and

the existing ratings of the associated user. Since the second part of (6) is a constant,

We now describe the message exchange between ausen” (G o« f(GY), Ty, R%TY), and  hence,

and an itema (in Fig. 1) provided that the active useris A" (G%)) o p(GL Tk, R ™Y), where
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heY

(7) Fig. 2. Message exchange between the factor riodad variable node.

Here, k., denotes the genre (i.e., type) or the set of genres of

item a. Further,|x2(h)| is the number of items in the same? € Nz, the messages generated from the variable node
genre ass, which are previous|y rated dsby the active user do not vary with iterations since the value of this variable
z. The way we compute the probabilities in (7) resemblé¥de G:.) is fixed based on the ratings of the active user.
the belief/plausibility concept of the Dempster-ShafereTh Therefore, the message from the variable node the factor
ory [18]. GivenTy, = 1, %~V can be viewed as the belief0dek at thev' iteration is given by

of userk thatG') is one (at the/*" iteration). In other words, ,,(») k(G(V) =) =

in the eyes of uset, G\ is equal to one with probability ~ * """ **

R Thus,(1— R" ™) corresponds to the uncertainty in W

the belief of userk. In order to remove this uncertainty and [ =——=——— x [1 A .(G:) if a € N,
(v) (v—1) i Wy . > I NZ.(h) em

expressp(Ga |Tra, R, ') as the probabilities that’:,' is hEY i€=

¢ (¢ € ), we distribute the uncertainty among the possiblg 1 if a € Ny andTq = ¢
outcomes (one to five) in proportion to the histogram of thg 0 if a € N, andT,, # ¢.
ratings provided by the active useffor the items in the same (8)

genre as,. That is, if the active user previously provided The algorithm proceeds to the next iteration in the same

high ratings for the items in the same genre ras then th . ; ; . .
we distribute most of the uncertainty to the higher ratingvgay as the/'" iteration. We clarify that the iterative algorithm

iney (D i 0 _
in proportion to the rating histogram of the active user foéarts by 1C°.mi’#t'ngkkt—>a ,by usmgt Rzkf.d_ 9 whet;]e @
the items in the same genre ag. Similarly, if the active < ¢ < 1) is the system’s present confidence on the users

njor the reliability of their ratings computed at the prewsou

genre as:,, we distribute most of the uncertainty to the lowe?xecunon Of_ the_ algorithm. At the_ end Of. _each |te_rat|on, the
ratings. Therefore, from usdrs point of view, G., is equal upper equation in (8), after following modification, is used

. (=1 v-1)\ e ()41 compute the prediction of ratings of the active useThat is,
to one with probabllltyRik )+(1—Rik ) LAGIs P P g

)X 2 1M1 we use the selN, instead of= in (8) to computen” (GL))

On the other handz, it is equal ©(¢ # 1) with probability for every itema for which the active uset did not have any

(1- R,(C”_l)) X % We note that the above discus-ating. Then, we sef,) = Py i) (i). The iterations stop
heY

€ . i 1
sion assumed}, = 1 and similar statements hold for theWhen G:; values converge for every itef

cases wherl,, = 2,3,4,5. It is worth clarifying that, as [1l. EVALUATION OF BPRS

opposed to the Dempster-Shafer Theory, we do not combineye evaluate the performance of BPRS using @K

the beliefs of the users. Instead, we consider the belief PfovieLens dataset. The dataset contdif, 000 ratings from
each user individually and calculate probabilities thdf;) 943 users oni 682 items (movies) in which each user has rated
being ¢ (¢ € T) in the eyes of each user as in (7). Wet least20 items. Further, the rating values are integers fiom
note that if the active user did not rate any items from o 5. We note that based on our simulations, we observed that
this particular genrex(,), we distribute the uncertainty in BPRS converges, on the average liniterations. Therefore,
proportion to the average rating of user(for the items it for the remaining of this section, we either show our results

T,

previously rated)4, = ZE+I) The above computation in during the first10 iterations or after tha 0 iteration.

(7) must be performed for every neighbors of each factor nog® Prediction Accuracy

This finishes the first half of the" iteration. In ”}e se(cg)nd We evaluate the rating prediction accuracy of BPRS in terms
th j H v

half of the** iteration, we calculate the messa@‘uéﬁk(G%a ) of Root Mean Square Error (RMSE) metrics over the predicted

by multiplying all probabilities the variable nodereceived - 4in4s \We note that each test dataset is createxy/20%

from its nglghbors excluding .the one from the factor n@d.e split of the full data into training and test data.Then, wedis

as shown in the left half of Fig. 2. We note that the previoyg, training data §0% of the whole dataset) to predict the

ratings of the active user play a key role in the algorithr’?atings in the test dataset. We computed the RMSE as below:
Hence, the values of those variable§inwhich are associated

with the items already rated by the active usere set to the RMSE = 1 Z (G — éij)g 9)
corresponding ratings (i.eG.; = T.; if j € N,). Thus, if K], ' '

cU,jel



: : : : IV. CONCLUSION
—©— All connected users

—5— Only 2-hop neighbors In this paper, we introduced the Belief Propagation Based
Iterative Recommender System (BPRS). BPRS formulates the
recommendation problem as making statistical inferenoeiab
the ratings of users for unseen items based on observations.
BPRS provides a complexity that remains linear per single
active user, making it very attractive for large-scale ayst.
Further, it can update the recommendations for each active
user instantaneously using the most recent data (ratingk) a
without solving the recommendation problem for all users.
While providing these significant scalability advantagesro

the existing methods, we showed that BPRS also provides

2 3 4 5 6 7 8 9 10 ) s .
iteration comparable rating prediction accuracy with popular meshod
Fig. 3. Performance of BPRS in RMSE vs. number of iteratiotemny (i) REFERENCES

all users and (ii) only the 2-hop neighbors are used.
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