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Analysis of Block Delivery Delay in Network Coding-Based Delay
Tolerant Networks
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SUMMARY An important factor determining the performance of de-
lay tolerant networks (DTNs) is packet delivery delay. In this paper, we
study the block delivery delay of DTN with the epidemic routing scheme
based on random linear network coding (RLNC). First, simulations show
that the influence of relay buffer size on the delivery delay is not as strong
in RLNC-based routing as it is in replica-based routing. With this observa-
tion,we can simplify the performance analysis by constraining the buffer of
the relay node to just one size. Then we derive the cumulative distribution
function (CDF) of block delivery delay with difference equations. Finally,
we validate the correctness of our analytical results by simulations.
key words: delay tolerant network, delay, network coding, epidemic rout-
ing, difference equations

1. Introduction

The delay tolerant network (DTN) is a network architecture
that seeks to address the technical issues in heterogeneous
networks where continuous network connectivity cannot be
guaranteed [1]–[3]. DTNs are usually assumed to consist
of sparse nodes moving in a specific area driven by mobil-
ity models. Communication can occur only between nodes
that happen to be close enough. Thus, there may not be an
end-to-end path for a sufficiently long time to fulfill com-
munication from a source to a destination. In DTN, when
one node meets another, an opportunistic link can be tem-
porarily established, enabling ad hoc message exchange be-
tween them [4]. We say two nodes make contact if they meet
with each other and win the channel contention. Thus, the
storage-carry-and-forward opportunistic routing protocol is
the dominant choice in DTN. That is, a node carries several
messages in its buffer and tries to forward them to any node
it contacts. Note that a node seldom has a global view of
the network status, since this opportunistic strategy makes it
impossible for any node to infer a snapshot of the system.
Therefore, a big challenge of routing in DTN is how to de-
liver information efficiently and correctly on the condition
that no nodes have a global view of the network status.
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Thus packet delivery schemes for DTN have been a
hot research topic in recent years, among which epidemic
routing has been suggested as a viable solution to minimiz-
ing latency. In epidemic routing (also called the replica-
based routing), when a pair of nodes contact, they select one
packet from their buffers and deliver it to the other. So mul-
tiple identical packets’ copies are injected into the network.

In replica-based routing scheme, deciding which
packet should be delivered becomes a key issue and will
quite influence the performance. Unfortunately this is hard
and has no perfect solution yet, since nodes seldom have
global view of the network status. To avoid this difficult
choice, network coding is supposed to be quite a promis-
ing solution (we call this network-coding-based scheme).
Network-coding-based scheme in DTN has attracted much
attention from the research community in the past years
[5], [6]. A simple and popular one is random linear net-
work coding (RLNC). With RLNC, a node can transmit any
coded packet when transmission opportunity occurs, since
all of them probabilistically contribute equally to the even-
tual delivery of all packets to the destination. Thus, if a
coded packet is lost, it can be compensated by another coded
packet, and retransmission of the same coded packet is un-
necessary. Evidence shows that RLNC-based routing can
sharply shorten packets delivery delay. But, exactly how
short is the delivery delay in RLNC-based routing? This
remains an open problem.

In this paper, we try to propose an analysis framework
on the delivery delay of RLNC-based routing scheme in
DTN. Suppose a source has a block of K packets to trans-
mit to a destination, and we care the latency of this block
delivery. In other words, we are interested in the latency
with which the destination receives all these K packets. The
analysis becomes particularly complicated due to the de-
pendency among packets of relay nodes. For example, two
nodes may have each five innovative packets for the desti-
nation. However, together, they may have only seven inno-
vative packets for the destination. Hence, if one of the two
nodes delivers its five packets to the destination, the other
node will have only two innovative packets for the destina-
tion.

The remainder of this paper is organized as follows.
After surveying the related work in Sect. 2, the network
model we focus on is illustrated in Sect. 3. Then, Sect. 4 an-
alyzes some important characteristics of RLNC-based rout-
ing scheme in DTN by simulations. Section 5 illustrates a
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theoretic analysis framework, followed by the validation in
Sect. 6. Finally, we conclude our work in Sect. 7.

2. Related Work

To investigate the performance, theoretic analysis is widely
used in DTN, in which, such performance metric as delivery
delay or throughput are at a premium. [8] analyzes the delay
of different redundancy-based routing in DTN by Markov
Chain theory. But during the analysis, the authors ignored
an important issue of limit storage space, and they didn’t
concern network coding based routing. Authors in [9] use
tandem queue to model a DTN and explore the end-to-end
latency theoretically. But this paper only concerns a sim-
ple DTN with one fixed source, one fixed destination, and
just one mobile relay. Both paper [10] and [11] are focus
on the end-to-end delay. [10] aims at the single copy sce-
nario which is seldom used to improve delivery ratio and
reduce the delivery delay. Although [11] works for multi-
copy scenario, its result is mainly for spray-waiting routing
strategy while supposing that nodes have infinite buffer size.
[12] develops a framework based on Ordinary Differential
Equations (ODEs) to study epidemic routing. By this ODE
model, the authors present closed-form expressions for such
performance metrics as delivery delay, loss probability and
power consumption. [13] provides a Markov Chain frame-
work to analyze the throughput of DTN networks, in which
bandwidth and limit storage space are taking into account.

Few of aforementioned work are about network cod-
ing. paper [14] consider dynamic scheduling for the source
to transmit data, and then propose an analytical approach to
study the effect of coding on the performance of the net-
work. S. Karande et al. show that network coding does
not change the order of throughput in a stationary ad-hoc
network [15]. Based on these results, [16] focuses on
the performance analysis of network-coded multicast in an
intermittently-connected network. Although accurate analy-
sis of network-coded multicast is very complicated, the au-
thors still obtain tight bounds on the performance analysis
By deriving a provable way. All these work focus on the
analysis of throughput, and seldom is on latency.

In network coding-based routing scheme, since every
coded packet can equally contribute to the eventual deliv-
ery of all data packets with high probability, the correla-
tion among packets held by different nodes is anfractuous
which also makes it much harder to theoretically analyze
the performance. To the best of our knowledge, [17] and
[18] are the most important results in this field. [17] gives
a simulation-based analysis under different scenarios. Lin
et al. [18] presents a stochastic analysis of network-coding-
based epidemic routing. It has the very similar objective as
our work, but is different in two aspects. First, the mobility
model in [18] is contact-based where for the sake of more
tractability, two consecutive transmission opportunity is as-
sumed to be exponentially distributed. Unfortunately, this
exponential distribution model is too ideal to be practical in
real world. Second, [18] assumes that every node can get

an innovative coded packet from any none-empty nodes un-
less its buffer is already full of independent packets. This
is true with high probability only when the nodes have infi-
nite buffer space, as shown in [19]. However, a finite buffer
space is more practical. As a result, we adopt a more realis-
tic mobility model and the nodes are assumed to have finite
buffers. The finite buffer assumption entails the considera-
tion of correlations among coded packets.

In summary, the biggest differences between our work
and these previous work are that we take into account the
finite buffer and the correlations among coded packets, and
also our mobility model is more realistic.

3. Models and Definitions

3.1 Network and Node Mobility Model

The network scenario we study in this paper is as the fol-
lows. There are N + 2 mobile nodes (N relay nodes, and a
single pair of source and destination) moving independently
in a square area under a grid-based random walk mobility
model (referred as the GRW mobility model, hereinafter).
We denote these N + 2 nodes as V1, ...,VN+2, where VN+1

and VN+2 represent the source and the destination, and V1 to
VN are N relays. The source node has a block of K infor-
mation packets to deliver to the destination. The source and
destination nodes have a buffer of size K, while each relay
node has a buffer of size B, where 1 ≤ B ≤ K. The routing
strategy used is RLNC-based epidemic routing, which will
be explained in details in Sect. 3.2.

We will assume a discrete-time model for both nodes’
mobility and the packet exchanges. That is, at each time
step, a node will move to the next location, and also a
packet may be exchanged between two nodes which are in
the “same” location. The packets delivery delay is denoted
by how many steps it will take for the destinations to receive
all the K packets from the source. Discrete-time model is
a simplification of continuous-time model. This simplifica-
tion makes it easier to analyze the system, and has been used
in much related work [13].

Now we explain the GRW mobility model. We assume
that the nodes are deployed on a square region which is di-
vided into M × M two-dimensional grids. Each node per-
forms natural random walk on these grids. That is, the mo-
tion of a node Vi is controlled by the following rules: 1)
Vi’s movement is in a discrete time fashion by which Vi can
take at most one movement at each step; 2) in each time
step, Vi remains at the same grid location with probability
of 1

5 or it moves to one of its four adjacent grid locations
with probability of 1

5 ; 3) If Vi reaches the boundary of the
square region, it is reflected back and keeps staying in its
current grid location. The movement of a node with GRW
mobility model is shown in Fig. 1. We assume that the node
mobility is at the steady state and wish to analyze the la-
tency of a block delivery from the source to the destination.
Obviously, the stationary distribution of the GRW mobility
model is a uniform distribution, i.e., each node locates uni-
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Fig. 1 Grid-based random walk mobility model.

formly in each cell with probability of 1
M2 .

In this model, two nodes have the opportunity to com-
municate with each other only when they are in the same
cell. But if more than two nodes exist in the same cell, we
suppose at most one pair of the nodes randomly chosen from
this cell to communicate while others keep silent to avoid
contention, and we call these two nodes win the contact.

3.2 RLNC-Based Epidemic Routing Scheme

Combining the contention resolution in the above section,
our RLNC-based epidemic routing scheme is as follows.

1) The source and destination nodes have higher prior-
ity than relay nodes. That is, whenever the source and desti-
nation nodes are in the same cell (no matter if there are other
relays or not in the same cell), the source can successfully
deliver a single coded packet to the destination.

2) If more than one relays meet the source and the des-
tination is not in the same cell, one of the relays is randomly
selected and the source tries to deliver one coded packet to
this relay. As shown in Fig. 1, in cell (4, 2), there exist the
source VN+1 and two relays V1 and V2. Because of the con-
tention, only one of these two relays, say node V1, can com-
municate with and get a packet from VN+1.

3) If more than one relays meet the destination and the
source is not in the same cell, one of the relays is randomly
selected and it tries to deliver one coded packet to the desti-
nation, if it is not empty. As shown in Fig. 1, in cell (2, 3),
there exist the destination VN+2 and three relays V3, V4, and
V5. Only one relay, say node V3, can communicate with and
deliver a packet to the destination VN+2.

4) If two or more non-empty relays meet and neither
the source nor the destination are in the same cell, two of
the relays are randomly selected and they try to exchange
one coded packet. As shown in Fig. 1, in cell (3, 3), there
exist three relays V6, V7, and V8. V6 and V8 are randomly
selected to exchange coded packet between each other.

With RLNC, suppose the source VN+1 tries to deliver
a packet to another node Vi. VN+1 firstly generates a coded
packet, i.e., a linear combination of all the K source pack-
ets from a large Galois field GF(q), and then delivers to Vi

this coded packet along with its corresponding coefficients
which are randomly chosen from GF(q). When receiving a

coded packet (from the source or another relay), Vi will en-
code this received packet with each content of its buffer as
in [16]. In other words, the incoming packet is multiplied to
B randomly chosen coefficients from the Galois field GF(q)
and each of the result is added into one of the B buffer con-
tents in Vi. For a relay Vi to deliver a coded packet (to the
destination VN+2 or to another relay), Vi generates a coded
packet by linearly combining all the packets in its buffer.
In fact, this coded packet is also a linear combination of the
original K source packets, with each coefficient belonging to
the same Galois field GF(q). When Vi delivers this packet,
it also sends out these coefficients. Whenever the destina-
tion VN+2 receives enough coded packets from the network,
it can decode and retrieve the original K source packets.

For any node Vi, we give necessary definitions.
Definition 1: Coefficient matrix Ai. The coefficients

of all the packets Vi holds compose a matrix, we call this
matrix as Vi’s coefficient matrix, denoted by Ai.

Definition 2: Vi’s Rank rank(Ai). The rank of matrix
Ai is called node Vi’s rank, denoted by rank(Ai). rank(Ai)
indicates how many independent packets Vi holds.

Definition 3: Vi’s Innovativeness Rank IRi. The num-
ber of innovative packets that node Vi can deliver to the des-
tination VN+2 is called as Vi’s innovativeness rank W.R.T.
the destination (called Innovativeness Rank hereinafter), de-
noted by IRi. It is obvious, IRi = rank

(
Ai

AN+2

)
− rank(AN+2).

Definition 4: Vi’s Packet space RVi. All the possible
linear combinations of the packets in Vi compose a linear
space, referred to as Vi’s packet space RVi. That is, packet
space RVi is a space spanned by all the packets in Vi’s buffer.

Definition 5: B-buffer-based DTN. For a DTN, if each
of its relays has a buffer of size B, we call this DTN B-buffer-
based DTN. In Sect. 5, the 1-buffer-based DTN means that
each relay has a buffer of size one.

4. Simulation-Based Analysis on RLNC-Based DTN

Different from replica-based routing scheme, packets in
RLNC-based routing scheme can equally contribute to the
eventual delivery of all data packets to the destination with
high probability. That is, packets can represent either origi-
nal packet as needed. With the definition in Sect. 3.2, when
Vi encodes and delivers a packet, it is equivalent to say that
Vi randomly selects and delivers an element from its packet
space RVi. Thus, for any pair of relays, say Vi and Vj, if
there exists intersection between their packet spaces RVi and
RVj, e.g., if RVi is a sub-space of RVj, Vj’s innovativeness
rank IRj might change when Vi delivers a coded packet to
the destination. We look into the example in Sect. 1. Both Vi

and Vj have each five innovative packets for the destination
VN+2, namely, IRi = 5 and IRj = 5. However, together, Vi

and Vj have only seven innovative packets for the destina-
tion VN+2. Hence, if Vi delivers two packets to VN+2, then,
IRi = 3 and IRj = 5. Further, if Vi delivers a third packet
to VN+2, then, IRi = 3 and IRj = 4. Therefore, the pack-
ets’ correlations among different nodes may influence the
network performance. Altogether with nodes’ mobility, it is
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Table 1 Packets correlations between different nodes.
������IRi

IR j 1 2 3 4 5 6 7 8 9 10

0 0.9991 1 1 1 1 1 1 1 1 1
1 0.4953 0.9990 1 1 1 1 1 1 1 1
2 0.3980 0.6144 0.9975 1 1 1 1 1 1 1
3 0.3644 0.5418 0.6614 0.9988 1 1 1 1 1 1
4 0.3502 0.5252 0.6147 0.7337 0.9991 1 1 1 1 1
5 0.3379 0.5223 0.5983 0.6712 0.7988 0.9989 1 1 1 1
6 0.3221 0.4788 0.5739 0.6401 0.7191 0.7454 0.9990 1 1 1
7 0.3448 0.4890 0.5714 0.5992 0.6601 0.6819 0.7377 0.9992 1 1
8 0.3635 0.4813 0.5344 0.5924 0.6365 0.6643 0.6754 0.7565 0.9990 1
9 0.3677 0.4876 0.5291 0.5908 0.6211 0.6377 0.6319 0.6489 0.6802 0.9951

even more tough to explore the performance of such kind of
DTNs. Thus, we try to achieve some analysis results about
the performance via lots of simulations.

4.1 Packets Correlations

In RLNC-based epidemic routing, when a pair of nodes, say
Vi and Vj, contact, each of them encode and deliver a coded
packet to the other. If this coded packet can increase the
innovativeness rank of Vi or Vj, this contact and transmis-
sion conduce to the delivery process of the whole block of
K packets (in this case, we call the coded packet is innova-
tive). Thus, we need to care the probability that the coded
packet is innovative or not. Recall that, any node Vi’s inno-
vativeness rank IRi is different from its rank rank(Ai). So,
when Vi gets a coded packet from Vj, rank(Ai) may increase
by 1 while IRi remains unchanged. An example is that this
coded packet is independent to all the packets Vi holds, but is
dependent to the packets the destination holds (in this case,
we call the coded packet is not innovative to Vi). So coded
packets held by different nodes have complicated correla-
tions for us to explore.

Thus in many existing work, it is common to assume
that when Vi and Vj contact, Vj can always transmit an in-
novative coded packet to Vi with high probability (1 − 1

q )
if rank(Aj) ≥ 1 and rank(Ai) < K, and vice verse. When
rank(Aj) > rank(Ai), the probability is no less than 1− 1

q( j−i) .
But when rank(Aj) ≤ rank(Ai), we assert that this is proba-
bly not true in real DTN whose nodes have finite buffer.

To validate our assertion, we setup a scenario as K =
10; N = 200, M = 5; B = 10, and q = 28 to do a simulation.
For any pair of nodes Vi and Vj, when Vj encodes and sends
out a packet to Vi, what is the probability that this packet is
innovative to Vi. We do 500 simulations to statistically get
the probability while Vi and Vj have different innovativeness
rank. As shown in Table 1, in most cases, the probability is
far less than 1, which coincides with our assertion. That is,
in real DTN when nodes have finite buffer, the packets cor-
relations among different nodes cannot be negligible. That’s
why we cannot get perfect result when we apply the method
in [18] under our GRW mobility model, which can be seen
from Fig. 5 to Fig. 8. In our simulations, when j > i, we
just approximate the probability to 1 without the statistics
calculation to decrease the computing complexity.

Fig. 2 Block delivery delay under different buffer sizes.

4.2 Delivery Delay under Different Buffer Sizes

In RLNC-based epidemic routing, since each coded packet
can equally contribute to the eventual delivery of all data
packets to the destination with high probability, we can pre-
dict that nodes’ buffer size has not as much influence to the
performance as that in replica-based routing. Lin et al. drew
the conclusion that the delivery delay under different buffer
sizes is very similar for epidemic routing with network cod-
ing [18]. Inspired by this result, we try to explore how deliv-
ery delay is influenced by buffer size, although our network
model is different from that in [18].

To achieve more reasonable results, we setup many sce-
narios in which block size K, grid size M, and number of
nodes N are set to different values to ensure that nodes’ den-
sity are different as shown in Fig. 2. Under each scenario,
the buffer size increases from 1 to 10. As illustrated in Fig. 2,
the delivery delay of the RLNC-based routing scheme is sel-
dom influenced by the buffer size in our network model. It
is reasonable since any coded packet probabilistically con-
tributes equally to the eventual delivery of all packets to the
destination as we addressed in Sect. 1. This result coincides
with that in [18] because of similar reasons, and it is signifi-
cant to our analysis of block delivery delay. We can analyze
the delivery delay when each relay has a buffer of size one,
and this analysis result can be used to estimate the delivery
delay of other buffer size to a certain extent. More impor-
tantly, when the buffer size is one, the packets correlations
is supposed to be much easier to explore.
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5. Delivery Delay of 1-Buffer-Based DTN

Based on the results gotten in Sect. 4, we try to theoreti-
cally analyze the block delivery delay of DTN whose relay
nodes have buffers of size one and whose routing scheme
is RLNC-based epidemic routing. For a relay Vi, when it
contacts with another relay Vj, Vi encodes a packet just by
multiplying a coefficient with the packet it holds and sends
to Vj. When Vj receives a packet, Vj just put this packet into
its buffer if space is available. Otherwise Vj encodes this re-
ceived packet with the packet existing in its buffer, and then
stores. In this section, we will deduce the CDF of the block
delivery delay in such kind of 1-buffer-based DTNs.

5.1 Network Status

Since relays’ buffer size is one, their innovativeness rank
cannot exceed 1. We use {X0[T ], X1[T ]} to define the net-
work status, where X0[T ] and X1[T ] mean, at the time step
T , the number of nodes whose innovativeness rank is 0 or
1 respectively. It is obvious that {X0[T ], X1[T ]} is a Markov
chain. We have to find out the non-zero transition rates of
this chain before we can analyze system’s performance.

Now let us give the rule of how to update X0[T ] and
X1[T ]. By the network status definition, we classify relays
into 2 categories. Each node belonging to X1[T ] category
are called type one node, denoted by Λ1. Otherwise, it is
called empty node, denoted by Λ0. So X0[T ] + X1[T ] = N,
where N is the number of relays. When a type one node
sends a packet to the destination, it becomes an empty node.
When an empty node receive a packet from the source or
other type one relays, it becomes a type one node. These
rules are helpful to update X0[T ] and X1[T ]. But they are
not enough to achieve exact update.

As illustrated in Sect. 4, packets carried by different
nodes may have correlations. Even each relay has a buffer
only of size one, these correlations still remain. For exam-
ple, as Fig. 3. shows, three relays Vi, Vj, and Vm whose
innovativeness rank satisfies IRi = 1, IRj = 0, and IRm = 0.
Suppose in four successive steps, these nodes transmit pack-
ets as illustrated. Vi sends a packet to Vj and Vm at step 1
and step 2 respectively. Then at step 3, Vj sends to the desti-
nation VN+2 a packet which can contribute to the delivery of
original packets. At step 4, when Vm contacts VN+2, Vm con-
tribute nothing to the delivery of original packets. In fact,
in this example, when Vj sends its packet to VN+2, all the
innovativeness rank of Vi and Vm should become zero, since
packets in these three nodes are identical. And we call all
nodes whose packets are identical equivalence nodes.

So, to get more accurate analysis, we need further di-
vide type one nodes into different groups, and all the nodes
in the same group are equivalence nodes. We call each of
these groups equivalence group. Thus, when any type one
node sends a packet to the destination, all the nodes in the
same equivalence group will become empty nodes and this
group is destroyed. So the update of X1[T ] turns to update

Fig. 3 An example about packets correlations.

Fig. 4 Illustration of equivalence groups.

the group information. Now let us give a rough qualitative
analysis of how these groups changing (as shown in Fig. 4).

First, when the source VN+1 contacts another node and
sends out a packet, it belongs to the following three cases:

Case 1: VN+1 contacts an empty node Λ0(VN+1 �→ Λ0).
In this case, a new equivalence group should be created, and
this empty node belongs to this new group.

Case 2: VN+1 contacts VN+2(VN+1 �→ VN+2). In this
case, the equivalence groups in the network maintain i f f
IRN+1 > 1(the innovativeness rank of VN+1 is larger than
one). Otherwise, there is only one group in the network.

Case 3: VN+1 contacts a type one node Λ1(VN+1 �→
Λ1). In this case, a new equivalence group should be created,
and this type one node belongs to this new group.

Second, when a type one node contacts another relay
or the destination and sends out a packet, or a type one node
contacts the source and gets a new packet from the source,
it still has three cases:

Case 4: When a type one node Λ1 contacts an empty
node Λ0(Λ1 ↔ Λ0), this empty node joins the equivalence
group that this type one node belongs to.

Case 5: When a type one node V1 contacts another type
one node V ′1(V1 ↔ V ′1). If V1 and V ′1 are from two different
equivalence groups, two new equivalence groups should be
create. V1 belongs to one of these two new groups and V ′1
belongs to another. Otherwise, there’s no change.

Case 6: When a type one node Λ1 contacts the destina-
tion VN+2, the equivalence group this type one node belongs
to should be destroyed.

5.2 CDF of Block Delivery Delay

5.2.1 Contact Probability

We say two nodes are in contact if they meet each other
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and win the competition to communicate. In our scenario,
packet delivery incurs under four types of contacts: 1) The
source contacts with the destination with probability Isd; 2)
A relay contacts with the source with a probability Irs; 3)
A relay contacts with the destination with a probability Ird;
4) A relay contacts with another relay with a probability
Irr. These four probabilities may be different under differ-
ent mobility models. We can derive their expressions in our
GRW model as follows.

Irs =
M2 − 1

M4

N−1∑
j=0

f

(
j,N − 1,

1
M2

) (
j + 2

2

)
(1)

Irr =
(M2 − 1)2

M6

N−2∑
j=0

f

(
j,N − 2,

1
M2

) (
j + 2

2

)
(2)

where the function f (x, y, z) =
(
y
x

)
zx(1 − z)y−x. Further, we

have

Irs = Ird (3)

Isd =
1

M2
(4)

5.2.2 Iteration of X1

As we illustrate in Sect. 5.1, type one nodes are further di-
vided into many equivalence groups, each of which has one
or more type one nodes. Suppose at time step T , there are to-
tally m(T ) equivalence group. For the lth group, we suppose
its group size (number of nodes in this group) is al(n), and
the number of groups with size al(T ) is bl(T ) (r ≤ m(T )).
Then, the iteration of these parameters are as follows.

al[T ] =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

al[T − 1] + Irral[T − 1]X0[T − 1]

− 1
2 Irral[T − 1](X1[T − 1] − al[T − 1])

−Irdal[T−1]−Irsal[T−1] (when l<m[T ])

1 (when l = m[T ])

(5)

In above equation, Irral[T −1]X0[T −1] shows the case
when a type one node contacts an empty node and results in
the increase of al(case 4); 1

2 Irral[T −1](X1[T −1]−al[T −1])
indicates the case when two type one nodes from differ-
ent groups contact and results in the decrease of al(case 5);
Irdal[T − 1] and Irsal[T − 1] illustrates the case when a type
one node contacts the destination results in the decrease of
al(case 6); Irsal[T −1] shows the case when a type one node
contacts the source and results in the decrease of al(case 3).

bl[T ] =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

bl[T − 1], (when l < m[T ])

IrsX0[T − 1] + IrsX1[T − 1]

+ 1
2 Irr

m[T ]∑
l=1

al[T−1](X1[T−1]−al[T−1])

(when l = m[T ])

(6)

In above equations, IrsX0[T − 1] represents the case
when the source contacts an empty node and results in a
new group (case 1); IrsX1[T − 1] illustrates the case when a
type one node contacts the source and results in a new group

(case 3); 1
2 Irr

m[T ]∑
l=1

al[T − 1](X1[T − 1]− al[T − 1]) shows the

case when two type one nodes from different groups contact
and results in new groups (case 5).

m[T ] = m[T − 1] + 1; (7)

X1[T ] =
m[T ]∑
l=1

(al[T ]bl[T ]) (8)

X0[T ] = N − X1[T ]; (9)

5.2.3 CDF of Block Delivery Delay

Let Dj[T ] denote the probability the destination VN+2 can
receive an innovative packet from the network at time step
T when its rank is n(n = 0, 1, ...K − 1). Based on the rule
for updating X1, VN+2 can get an innovative packet when it
contacts any type one node or the source. Thus we have:

Dn[T ] =

⎧⎪⎪⎨⎪⎪⎩
IrdX1[T ] + Isd, 1 < n < K

0, n = K
(10)

We further let Tn denote the deliver delay of n packets,
i.e., the time from the beginning to the time when the desti-
nation receives n innovative packets from the network. We
denote CDF of Tn by Pn(T ) = Pr(Tn ≤ T ). Thus,

P1(T + 1) = P1[T ] + D0[T ](1 − P1[T ]) (11)

Pn[T + 1] = Pn[T ] + Dn−1[T ](Pn−1[T ] − Pn[T ])

f or n = 2, ...,K (12)

The initial value for every Pn(T ) is as Pn(0) = 0, where
n = 1, ...,K. The derivation of the difference equations for
Pn(T ) are very similar to that in [19]. So readers can refer
to [18] for the detail.

6. Validation

In this section, we compare the derived analysis results with
both the empirical results and the analysis results of paper
[18]. To compare with the analysis in [18], we also change
to adopt the discrete time system by converting the ordinary
differential equations to difference equations.

We setup many scenarios in which block size K, grid
size M, and number of relay nodes N are set to different
values to ensure that nodes’ density are different as shown
in Fig. 5 to Fig. 8. Each Relay’s buffer size is set to one(B =
1). In each scenario, we conduct 500 simulations to get the
empirical results. In the simulation results shown by Fig. 5
to Fig. 8, the curves denoted by “Contact”, “Proposed” and
“Simulation” represent the results obtained by the analysis
method in [18], or by the analysis method we propose in this
paper, or by empirical simulations respectively.
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Fig. 5 Simulations (K= 10; N=300; M=10).

Fig. 6 Simulations (K=30; N=150; M=10).

Fig. 7 Simulations (K=10; N=50; M=5).

Fig. 8 Simulations (K=10; N=150; M=10).

As shown in Fig. 5 to Fig. 8, with relative to the empir-
ical results, our proposed analysis achieves a much closer
representation of delay than the contact-based analysis of
[18] does. When (K = 10,N = 150,M = 10), both our
method and that in [18] have a big gap to the empirical re-
sults. But still we can see the distinct gain of our method
over that in [18]. We also do more simulations with other
parameter settings, and observe significant gains too. We
omit these simulations to reduce redundancy.

7. Conclusion

In this paper, we analyze the block delivery delay for DTN
with RLNC-based epidemic routing. In this scheme, the cor-
relations among packets carried by different nodes are too
complex to explore, and the influence of buffer size on the
performance is not as strong as is with replica-based deliv-
ery. These factors make it very hard to determine packet
delivery delay accurately in RLNC-based delivery scheme
which is promising in DTN.

Thus, we first look into the influence of relay buffer
size on the performance via simulations which shows that in
most cases the buffer size has little influence on the block
delivery delay. With this exciting observation, we can con-
centrate on analyzing the block delivery delay of 1-buffer-
based DTN, and its results can be used to approximate other
scenarios with large buffer size to some extent. We try to re-
duce the redundancy among packets by classifying type one
nodes into different equivalence groups, and in each group
all the nodes carry the “same” packets. Here the “same”
means that each pair of packets carried by nodes from the
same group are linear dependant and have the same contri-
bution to the delivery of all packets. Then we derive CDF of
block delivery delay with difference equations. Simulation
results validate the correctness of our analytical results.
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